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Abstract. An evolutionary model based on Bit-String with intelligence and learning is constructed. Each
individual is represented by five bit strings. Four of them relate to genes and the other denotes the
knowledge from learning. The four strings relative to genes will be divided into two parts — Bit-String
A and Bit-String B. Bit-String A denotes the health of an individual, at the same time Bit-String B can
describe intelligence. For an individual, the cross reproduction method is used in this model. After that we
explain how knowledge is represented in our model. The probability of learning is affected by intelligence.
In order to study how the accumulated knowledge influences the survival process by the effect of food
and space restrictions, we modify the Verhulst factor. Then, we present the results of our simulations and
discuss the evolution of population, intelligence and knowledge respectively. In addition, an equation to
calculate the intelligence quotient is given based on intelligence and knowledge. We discuss the distribution
of intelligence quotient.

PACS. 87.23.Cc Population dynamics and ecological pattern formation – 89.75.Da Systems obeying scaling
laws – 05.10.Ln Monte Carlo methods

1 Introduction

Recently, many genes with different kinds of function have
been found. Many of these are related to health. Enrique
Gonzalez, et al. discuss the influence of CCL3L1 gene-
containing segmental duplications on HIV-1/AIDS sus-
ceptibility [1]. And Hannes Lohi, et al. performed a similar
study in canine epilepsy [2]. There are also some genes re-
lated to intelligence. Virginie S. Vervoort, et al. found a
gene named AGTR2 [3]. Their findings indicate a role for
AGTR2 in brain development and cognitive function.

Penna presents a simple model for biological aging
based on Bit-Strings [4]. The model works under the ef-
fect of the Verhulst factor, mutations, death by genetic
diseases or age and a minimum reproduction age. The sex-
ual Penna model introduced by Stauffer et al. [5,6] corre-
sponds to a reproductive regime of diploid organisms, the
population being divided into males and females. Bustillos
AT and de Oliveira PM represent a process of learning us-
ing Bit-Strings based on the Penna model [7]. They study
how knowledge is accumulated during life and its influence
over the genetic pool of a population after many genera-
tions. But the knowledge cannot be passed from genera-
tion to generation. The probabilities of learning are kept
constant and the same for the whole population. Paul G.
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Higgs studied learning by imitation based on memes [8].
He discusses the action of imitative ability on the process
of cultural evolution and finds that genes for increased
imitative ability are selectively favored.

For learning, the intelligence of an individual is an im-
portant factor. There are some theories about variation of
intelligence during life [9,10]. In [11] we represent an evo-
lution model based on bit-string with intelligence. Four
genetic strings are introduced and divided into two parts
— Bit-String A and Bit-String B. Bit-String A denotes the
health of an individual, while Bit-String B describes intel-
ligence. For an individual, the cross reproduction method
is used. In that paper, we discuss the population size in-
fluenced by intelligence as a function of time steps. In
this paper, we study the relation between intelligence and
knowledge on the basis of reference [11]. The sexual Penna
model with intelligence is introduced at first. After that,
we explain how knowledge is represented by another string
in our model. The probability of learning will be affected
by intelligence. In order to study how the accumulated
knowledge influences the survival process by the effect of
food and space restrictions, we modify the Verhulst factor.
Then, we present the results of our simulations and discuss
the evolution of population, intelligence and knowledge
respectively. In addition, an equation for calculating the
intelligence quotient is given using intelligence and knowl-
edge. We discuss the distribution of intelligence quotient.
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Fig. 1. The individual is represented by four bit strings.

The paper is organized in the following way. In Sec-
tions 2 and 3 we develop the Penna model with intelligence
and the role of knowledge. Then, we present the results of
our simulations and the conclusions are given in the last
section.

2 Penna model with intelligence

In this paper we use the sexual Penna model with intel-
ligence [11]. The population is divided into males and fe-
males. Each individual is represented by four bit strings of
size Amax read in parallel. Two strings are from the father,
the others come from the mother. Bit-String A denotes the
health of the individual, while the Bit-String B relates to
intelligence. The sketch map is shown in Figure 1.

For an individual, genetic diseases are represented
by 1 bits in Bit-String A. For Bit-String B the present
of a bit “1” represents strong intelligence.

Bit-String A: if an individual has two bits equal to 1
in the same position, it will start to suffer the effects of an
inherited disease from that year on until its death. There
is a limit number T of diseases each individual can ac-
cumulate: if at some age an individual has already ac-
quired T diseases, it dies at that time step. Because the
size of strings is Amax, each individual will die when its
age becomes Amax.

Bit-String B: like Bit-String A, if an individual has
two bits equal to 1 in the same position, the intelligence
is strong. An individual with age i accumulates the sum
of strong intelligence bits B(i). This quantity weighs the
intelligence level of an individual with age i.

Reproduction: every time step each female with age
equal to or greater than the minimum reproductive age R
randomly chooses a male with age also equal to or greater
than R to mate, generating B offspring. This mating
process is repeated every year until death. The offspring
genome is constructed in the following way: the father
genome is cut in a random position, generating eight bit
string pieces. Four complementary pieces, each one com-
ing from one of the original strings, are joined to form the
offspring string which contains the genetic charge to be in-
herited from the mother. After this, M1 (for Bit-String A)
and M2 (for Bit-String B) random mutations are included.
The same procedure is repeated with the mother genome,
to produce the other two strings of the baby. The sex of
the newborn is randomly chosen. Figure 2 shows this pro-
cess clearly.

3 The role of knowledge

Now we consider a fifth bit string Bit-String C, also with
the same age structure and the same size Amax, used to
represent knowledge. As opposed to genomic bit strings,
this string has all the bits set to 0 at birth, but will change
during life. Every time step, an individual has a certain
probability P to acquire some knowledge at that age. This
knowledge will be represented by a 1 bit in that position
of the fifth string; otherwise the 0 bit will be kept, repre-
senting no learning at all that year. This string will not
be inherited at the process of reproduction. We should
expect that the probability of learning would be a func-
tion of intelligence. The knowledge relevant in our model
is various; not only the basic survival skills but also the
stuff we learn later (like theoretical physics). The corre-
sponding knowledge will be learned by individuals with
corresponding age. For example, we learn what to eat and
how to cross the road when we are very young. They also
need to learn the knowledge relevant to their work when
they grow up. Thus, we can’t say that the learning ability
increases as a function of the individual’s age. Although
the intelligence of an individual will increase as an indi-
vidual grows, they need to learn more difficult knowledge.
So the ability to learn corresponding knowledge for an in-
dividual with age i is given by:

P = S · B (i)
i

where B (i) is the sum of strong intelligence bits for Bit-
String B with age i, and S represents the degree intelli-
gence influences learning.

There are many kinds of knowledge to learn for dif-
ferent kinds of species. For example, the predator will
learn catching food and the prey will learn avoiding dan-
gers. In conclusion, knowledge can be used to improve the
survival capacity of individuals. As we have seen, in the
Penna model an individual dies due to two reasons, ac-
cumulation of diseases or the Verhulst factor. The latter
represents competition for food or space and depends on
a number randomly tossed for each individual at every
time step. We consider that the survival rate for an indi-
vidual will be affected by the knowledge acquired. As an
individual grows, they need to learn more and more diffi-
cult knowledge and they also need more and more difficult
knowledge to continue to survive. So we suppose that all
the knowledge needed to learn by individuals with differ-
ent ages affects the same survival rate for individuals with
corresponding ages. Thus, we model the improvement of
survival probability for an individual as a function of ac-
quired knowledge C(i) by a new Verhulst factor given by:

V =
(

1 − C(i)
Amax

)
· Nt

Nmax

where Nmax is the maximum population size the environ-
ment can support and Nt is the current population size. At
each time step and for each individual a random number
between zero and one is generated and compared with V : if
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Fig. 2. The construction of offspring genome in the process of sexual reproduction.

Table 1. Values used in the simulations.

Quantity Value

Maximum population size Nmax = 105

Initial population size N0 = 1000

Size of the bit strings Amax = 32

Maximum number of deleterious mutations T = 4

Minimum reproduction age R = 8

Mutation rate of Bit-String A M1 = 2

Mutation rate of Bit-String B M2 = 2

Birth rate B = 1

it is smaller than V , the individual dies independently of
its age or genome.

All these processes of testing the survival of each indi-
vidual and the process of reproduction, both applied over
the whole population, represents a time step, i.e., one year
in the simulation.

4 Results

The values used for all the simulations shown in this paper
are given in Table 1.

We discuss the evolution of population, intelligence
and knowledge respectively in the following.

4.1 The evolution of population

The evolution of population is shown in Figure 3 with
different value of S.

From Figure 3 we can see that after many time steps
stability is reached and the population self-organizes.
When the value of S is small, the equilibrium will almost
be the same for different S. But if S reaches 1, the equi-
librium will increase obviously.

The symbol Ak
w (i) expresses that the value of the ith

position of Bit-String A for individualk. When w = m,
the string that comes from the father will be considered. If
w = f , we will make use of the other string from mother.
Where Ak

w (i) = 0 or Ak
w (i) = 1. The average status of

Fig. 3. Population size as a function of time step.

disease for an individual at t time step can be given by:

αt =

Nt∑
k=1

a(k,t)∑
i=1

sign
(
Ak

f (i) · Ak
m (i)

)

Nt
,

where

sign (x) =
{

0 x = 0
1 x �= 0 ,

a (k, t) denotes the age of individualk at t time step and Nt

means the population size at t time step. Figure 4 shows
the curve of αt.

From Figure 4 we can see the average status of disease
will decrease with increasing S. It means that learning will
make individuals healthier against disease.

After many time steps, stability is reached and the
population self-organizes. Stability means that the average
number of individuals of any given age is constant at each
time step. So the survival rate with age a can be given by
S (a) = Nt+1 (a + 1)/Nt (a) where Nt (a) is the number of
individuals with age a at t time step, The survival rate
represents the probability an individual with age a has to
reach age a + 1. This curve of survival rate will be shown
in Figure 5.

From Figure 5 we can see that the survival rate of in-
dividuals will decrease slowly at smaller ages. But with in-
creasing age, it decreases more rapidly. In addition, when
the value of S is small, it is not obviously that learning
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Fig. 4. The average status of disease as a function of time.

Fig. 5. The survival rate of individuals as a function of age.

knowledge can increase the survival rate. But on the con-
dition of S = 1, the survival rate will enhance for older in-
dividuals. That means the intensity of learning contributes
to survival rate.

The symbol βt (i) denotes the proportion of genes with
disease for homozygote in position i at t time step. So βt (i)
can be described by:

βt (i) =

Nt∑
k

sign
(
Ak

m (i) · Ak
f (i)

)

Nt
.

After many time steps, stability is reached and the pop-
ulation self-organizes. When the system steadies, βt (i) at
each time step will be the same. It means that βt (i) =
β (i). The distribution of β (i) will be shown in Figure 6.

From Figure 6 we can see that the proportion is very
low in the position before R. That will be as a result
of natural selection. After the position R, the proportion
increases quickly and reaches a hundred percent swiftly.
That will be as a result of accumulation. Furthermore, the
trend of increasing is almost similar with different S. But
the position of increasing will be delayed a few bits as the

Fig. 6. The proportion of genes with disease for homozygote
as a function of age position.

Fig. 7. The average level of intelligence for an individual as
the function of time.

increasing of S. That will be as a result of the learning
effect.

4.2 The evolution of intelligence

The symbol Bk
w (i) expresses the value of the ith position

of Bit-String B for an individual k. When w = m, the
string that comes from the father will be considered. If
w = f , we will make use of the other string from the
mother. Where Bk

w (i) = 0 or Bk
w (i) = 1. The average

level of intelligence for an individual at t time step can be
given by:

λt =

Nt∑
k=1

a(k,t)∑
i=1

sign
(
Bk

f (i) · Bk
m (i)

)

Nt
.

Figure 7 shows the curve of λt.
From Figure 7 we can see that after many time steps

stability is reached. It means that the average level of in-
telligence can not change obviously over time. Neverthe-
less, as S increases, the value of steady state will increase



Q.H. Pan et al.: Evolutionary model with intelligence and knowledge 579

Fig. 8. The proportion of genes with intelligence for homozy-
gote as a function of age position.

gradually. It can be concluded that learning knowledge
will contribute to the evolution of intelligence. Though
there is no direct relation between S and the intelligence
of individual.

The symbol δt (i) denotes the proportion of genes with
intelligence for homozygote in position i at t time step.
So δt (i) can be described by:

δt (i) =

Nt∑
k

sign
(
Bk

m (i) · Bk
f (i)

)

Nt
.

When the system steadies, δt (i) at each time step will be
the same. It means that δt (i) = δ (i). The distribution
of δ (i) will be shown in Figure 8.

The proportion of genes with intelligence for homozy-
gote decreases gradually at an early age. At a high age
stability will be reached and the fraction of homozygote
“11” is 0.25, which means random sequences. In addition,
at an early age, the larger value of S, the larger propor-
tion of genes with intelligence. It shows that for children
the increasing of learning ability can enhance the average
level of intelligence. But for adults, there is not any visible
effect. This relates to what is known about early learning
leading to development of intelligence. The bits for the
early years contribute to intelligence in all the later years.
Therefore there is stronger selection acting on the early
bits. It also shows the importance of early learning.

4.3 The evolution of knowledge

The symbol Ct
k (i) denotes the value of the ith position

of Bit-String C for individual k. Where Ck = 0 or Ck =
1. The average level of knowledge for a species can be
described by:

γt =

Nt∑
k=1

a(k,t)∑
i=1

Ck (i)

Nt
.

The distribution of γtis shown in Figure 9.

Fig. 9. The average level of knowledge for a species as the
function of time.

Fig. 10. Knowledge accumulated as a function of age.

From Figure 9 we can see that the average level of
knowledge for a species tends to stabilize. The value of
knowledge at steady state will increase with increasing S.
It means that increasing the learning ability will enhance
the average level of knowledge for a species. But there
is no contribution to the average level of knowledge with
time.

The symbol Ct (a) expresses the knowledge accumu-
lated with age a at t time step. The Ct (a) can be given by:

Ct (a) =

N(a)∑
k=1

a∑
i=1

Ct
k (i)

N (a)
.

When stability is reached, Ct (a) at each time step will be
the same. It means that C (a) = Ct (a). The distribution
of Ct (a) will be shown in Figure 10.

Figure 10 shows that knowledge accumulated as a
function of age. They fit basically a linear function. In
addition, the slope of line increases with increasing S. It
means that though there are no distinct differences for the
average level of knowledge for a species as a function of
time (Fig. 9), the knowledge accumulated increases as a
function of age. But because of the high death rate with
elders, the curve will decrease appreciably.
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Fig. 11. The proportion of bits with knowledge as a function
of age position.

The symbol ηt (i) shows the proportion of bits with
knowledge in position i at t time step. So ηt (i) can be
described by:

ηt (i) =

Nt∑
k=1

Ct
k (i)

Nt
.

When the system steadies, ηt (i) at each time step will be
the same. It means that ηt (i) = η (i). The distribution
of η (i) will be shown in Figure 11.

Figure 11 shows that the proportion of bits with knowl-
edge as a function of age position. From this figure we
can see that the proportion decreases in the lower age
range. The reason is that there are more possibilities to
learn knowledge for youth. After some years, stability is
reached and lasts for a long time. At this time the quantity
of knowledge acquired will not reduce though it does not
increase. It means that the individual will acquire knowl-
edge steadily in this period. The figure also shows that
the quantity of knowledge acquired increases with increas-
ing S. That will be as a result of the learning effect. But
if the value of S reaches 1, the quantity of knowledge ac-
quired will reduce with increasing age.

4.4 The intelligence quotient

The individuals we introduced have the character of intel-
ligence. The rules of learning are set up in our paper. So
we can weigh the ability of individuals by a certain index
(intelligence quotient). Parts of intelligence quotient will
come from inheritance and the others will be affected by
environment [12]. We use the information of Bit-String B
(intelligence) to describe the parts from inheritance. The
other parts from the environment will be expressed by the
Bit-String C (knowledge). The intelligence quotient IQ
can be given by:

IQ = α
B (Amax)

Amax
+ (1 − α)

C (i)
i

,

Fig. 12. The distribution of intelligence quotient, where S =
0.5 and α = 0.7.

where α is the percentage of the parts from inheritance.
The distribution of intelligence quotient is shown in Fig-
ure 12, where α = 0.7.

From Figure 12 we can see that the proportion of pop-
ulation with low intelligence quotient is small. Moreover,
there are more individuals with high intelligence quotient.
But the increasing speed is fast for low intelligence quo-
tient. Though the distribution is not precisely a normal
distribution, the basic character of normal distribution can
be seen in this figure.

5 Conclusions

An evolutionary model based on Bit-String with intelli-
gence and learning is set up in this paper. Each individual
is represented by five bit strings. Four of them relate to
genes and the other denotes the knowledge from learn-
ing. The four strings relative to genes are divided into
two parts — Bit-String A and Bit-String B. Bit-String A
denotes the health of an individual, while Bit-String B de-
scribes intelligence. For an individual, the cross reproduc-
tion method is used in this model. After that we explain
how knowledge is represented in our model. The proba-
bility of learning will be affected by intelligence. In order
to study how the accumulated knowledge influences the
survival process by the effect of food and space restric-
tions, we modify the Verhulst factor. Then, we present
the results of our simulations and discuss the evolution
of population, intelligence and knowledge respectively. In
addition, an equation to calculate the intelligence quotient
is given out base on intelligence and knowledge. And we
discuss the distribution of intelligence quotient.

Some conclusions can be obtained from this model.

1. After many time steps, stability is reached and the
population self-organizes.

2. Learning knowledge makes individuals healthier
against disease and enhances the living rate to a cer-
tain extent.
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3. After many time steps, the average level of intelligence
also tends to stability. Learning knowledge contributes
to the evolution of intelligence, especially for children.

4. The increasing of learning ability will enhance the av-
erage level of knowledge for a species. But there is
no contribution to the average level of knowledge as a
function of time.

We are grateful to reviewers for their helpful comments.
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